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Abstract. A brief introduction to the problems of integration is given under pro-
cesses with the bounded p-variation. The existence and asymptotic behavior of the
approximation of the unique strong solution of SIEs driven by a special continuous
p-semimartingale are discussed.
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In the last few years, a fractional Brownian motion (fBm) has been the
subject of numerous investigations. The fBm with the Hurst index 0 < H < 1
is a centered Gaussian process X = {Xt, t > 0} with X0 = 0 and covariance

Cov
(

Xt, Xs

)

=
1

2
Var(X1)

(

t2H + s2H − |t − s|2H
)

for all t, s > 0. If Var(X1) = 1, we write X = BH . The case H = 1/2
corresponds to the standard Brownian motion.

This process has stationary increments, self-similarity and long-range de-
pendence properties. These properties make the fBm a suitable driving noise
in different applications such as mathematical finance and network traffic anal-
ysis. From the theoretical point of view, it is an interesting process because it
is neither a Markov process nor a semimartingale (if H 6= 1/2). So we cannot
use well-developed theories. In oder to develop these applications, one needs
to construct a stochastic calculus with respect to the fBm. The different defi-
nitions of stochastic integrals with respect to BH can be sorted into two main
groups:

• those which rely on the sample-path properties of BH ,
• those based on its Gaussianity.

We do not focus our attention on the Gaussianity of BH .
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The p-variation, 0 < p < ∞, of a real-valued function f on [a, b] is de-
fined as

vp(f ; [a, b]) = sup
κ

n
∑

k=1

∣

∣f(xk) − f(xk−1)
∣

∣

p
,

where the supremum is taken over all subdivisions κ = {xi : i = 0, . . . , n} of
[a, b] such that a = x0 < x1 < · · · < xn = b. If vp(f ; [a, b]) < ∞, f is said to
have a bounded p-variation on [a, b]. Let

Wp([a, b]) :=
{

f : [a, b] → R : vp(f ; [a, b]) < ∞
}

.

We recall that the fBm is locally Hölder continuous of order α for every
α < H . Thus the fBm has a locally bounded p-variation for p > 1/H , i.e. for
almost all ω, vp(B

H (·, ω); [0, T ]) < ∞ for all T > 0.

Since Young’s paper [17] on the Stieltjes integration, it has been known
that the Riemann-Stieltjes integral may exist even if both integrand and in-
tegrator have unbounded variation.

Theorem 1. (see [2, 17].) Assume f ∈ Wq([a, b]) and h ∈ Wp([a, b]) for some

p, q > 0 with 1/p + 1/q > 1. Then the integral
∫ b

a
f dh exists

i) as the Riemann-Stieltjes (RS) integral if f and h have no common
discontinuities;

ii) as the refinement Riemann-Stieltjes (RRS) integral if f and h have no
common discontinuities on the same side at the same point. In particular, this
necessary condition is satisfied if f is left-continuous and h is right-continuous
or vice versa.

In whichever of the two senses the integral exists, for any y ∈ [a, b], the
Love–Young inequality

∣

∣

∣

∣

∣

∫ b

a

f dh − f(y)
[

h(b) − h(a)
]

∣

∣

∣

∣

∣

≤ Cp,qVq(f ; [a, b])Vp(h; [a, b])

holds, where

Vq( · ; [a, b]) = v1/q
q ( · ; [a, b]), Cp,q = ζ(p−1 + q−1), ζ(s) =

∑

n≥1

n−s.

Remark 1. The integral
∫ b

a fdh exists as the RS integral if and only if it exists
as the RRS integral and the two functions f, h have no common discontinuities
on [a, b].

Freedman [4] was the first to concern with the RS type linear integral
equations driven by a continuous function of bounded p-variation with 1 6

p < 2. T. Lyons [13] extended [4] result for nonlinear integral equations. He
considered the integral equation

yt = a + (RS)

∫ t

0

f(ys) dhs, 0 6 t 6 T, (0.1)
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where h ∈ CWp([0, T ]), i.e. h is continuous and has a bounded p-variation on
[0, T ] for some p, 1 6 p < 2. Lyons has proved that this equation has a unique
solution in the space CWp([0, T ]) if f ∈ C1+α(R) for some α > p − 1.

For 0 < α 6 1, C1+α(R) denote the set of all C1-functions g : R → R such
that

sup
x

|g′(x)| + sup
x6=y

|g′(x) − g′(y)|

|x − y|α
< ∞.

It is possible to generalize this theorem by rejecting the condition of con-
tinuity of functions.

Theorem 2. (see [1, 3]) Let 0 6 α < 1 and 1 6 p < 1 + α. Let f ∈ C1+α,
and let h ∈ Wp([0, T ]) be right-continuous. Then the equation

yt = a + (RRS)

∫ t

0

f(ys−) dhs, 0 6 t 6 T,

has the unique solution in Wp([0, T ]).

The existence of the solution to this equation is proved by using the Picard
iteration method.

At present the results of this type are generalized in two directions. The
first way is the consideration of integral equations by using more general
integrals for discontinuous integrators (see [3]). The other way is to extend
such integral equations for p > 2 (see [14]).

Now let us return back to the fBm with 1/2 < H < 1. Since the fBm has
locally a bounded p-variation for p > 1/H , the stochastic version of equation
(0.1)

Xt = ξ +

∫ t

0

f(Xs) ds + (RS)

∫ t

0

g(Xs) dBH
s , 0 6 t 6 T

can be solved path-wise. If f is a Lipschitz continuous function and g ∈
C1+α(R) then this equation has a unique solution in CWp([0, T ]) (see [7, 16],
also [6, 12]).

Clearly, the fBm is not a unique element of the class of processes having a
locally bounded p-variation, 1 < p < 2. Let 1 < p < ∞. As an example of the
process of locally bounded p-variation, one can take a zero-mean separable
Gaussian stochastic process A with vp,2(σA; [0, T ]) < ∞ for each 0 < T < ∞
(see [3]), where σA(s, t) := (E[(A(s) − A(t))2])1/2,

vp,2(σA; [0, T ]) := sup

{ n
∑

i=1

Ψp,2(σA(ti−1, ti)) : {ti}
n
i=0 ⊂ [0, T ]

}

,

Ψp,2(u) :=











[u(log log(1/u))1/2]p, for 0 < u 6 e−e,

up, for u > e−e,

0, for u = 0.
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Considering the Internet traffic models as a limit process (see [5]), it is
possible to obtain a zero-mean, non-Gaussian and non-stable process Yβ(t)
with stationary increments and the covariance function

σβ(t2−β + s2−β − |t − s|2−β), 0 < β < 1.

The trajectories of the process Yβ(t) are Hölder continuous of order γ, for any
0 < γ < 1.

Thus, for all these and other processes with p-bounded variation, 1 < p <
2, one can construct and solve integral equations. The Gaussian property is
not useful for these processes.

In the stochastic analysis there is a well-developed theory of stochastic
differential equations driven by semimartingales, i.e., by processes that can
be represented in the form M + A, where M is a local martingale and A is a
process of locally bounded variation. As an example of a local martingale one
can take Brownian motion.

A semimartingale is of bounded q-variation on any bounded interval for
each q > 2. Thus, it is very natural to take a new class of processes, more
general than semimartingales, into consideration.

Definition 1. (see [15]) For p ∈ [1, 2), an F = {Ft, t > 0} adapted cad-
lag stochastic process Y is called a p-semimartingale if there exist stochastic
processes M and A such that

Y − Y (0) = M + A almost surely,

where M(0) = A(0) = 0, M is an F local martingale and A is an F-adapted
process with a locally bounded p-variation, i.e., for any fixed T > 0, the
process A = {At, 0 6 t 6 T} has a bounded p-variation.

Consider the stochastic integral equation (SIE)

Xt = ξ + (SI)

∫ t

0

f(Xs) dMs + (RS)

∫ t

0

g(Xs) dAs, 0 6 t 6 T. (0.2)

By M we denote a local continuous martingale, and by A a continuous pro-
cess with a locally bounded p-variation. The symbol SI denotes the usual
stochastic integral.

Since almost all sample paths of a martingale have q-bounded variation,
q > 2, we shall seek a solution of this equation in the class of processes whose
almost all sample paths are in CWq([0, T ]).

The existence of the solution of this equation is proved by using the Euler-
Peano approximation

Xn
t = ξ + (SI)

∫ t

0

f(Xn,κn

s− ) dMs + (RS)

∫ t

0

g(Xn,κn

s− ) dAs, t > 0, n ∈ N,

where Xn,κn

t = X(tnk) for t ∈ [tnk , tnk+1); κ
n = {tnk : k > 0} is a sequence

of partitions of [0,∞), i.e., 0 =tn0 < tn1 < tn2 < · · · , limk→∞ tnk = ∞, such that
for every T > 0 we have
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max
k≤rn(T )

|tnk+1 − tnk | → 0, n → +∞,

where rn(T ) = max{k : tnk ≤ T}.

Theorem 3. (see [8], [10]) Let 0 < α < 1, q > 2, and 1 < p < 2 be such that
α
q + 1

p > 1. Let f be a Lipschitz continuous function, and let g ∈ C1+α(R).

Then there exists a unique strong solution of equation (0.2).

Corollary 1. The Euler-Peano approximation Xn converges in probability to
the strong solution of equation (0.2).

Remark 2. It is possible to generalize this theorem to quasi-left continuous
processes M and A.

As it has been stated above, the SIE

Xt = ξ + (SI)

∫ t

0

f(Xs) dWs + (RS)

∫ t

0

g(Xs) dBH
s , 0 6 t 6 T (0.3)

can be approximated by the Euler-Peano scheme. But if we are interested in
the convergence rate, then we need an intermediate scheme between Euler-
Peano and Milstein. For each n > 1, we define the approximation

Xn(t) = ξ +

∫ t

0

f(Xn,κn

s− ) dWs +

∫ t

0

g(Xn,κn

s− ) dBH
s

+

∫ t

0

∫ s

ρn
s

g′(Xn,κn

s− )f(Xn,κn

s− ) dWu dBH
s

+

∫ t

0

∫ s

ρn
s

g′(Xn,κn

s− )g(Xn,κn

s− ) dBH
u dBH

s ,

where ρn(s) = max{tnk : tnk 6 s}.

Theorem 4. [9] Let f and g be bounded functions, f be a Lipschitz function
and g ∈ C2(R). Then

αnVq

(

Xn − X ; [0, T ]
)

P
−→ 0, n → ∞,

where δn = maxk |t
n
k − tnk−1|, αn = δ

−1/q
n | ln δn|

−1/2, δn < 1, q > 2.

Assume that H > 1/2. In this case we have the following kernel represen-
tation of BH with respect to the standard Brownian motion

BH
t =

∫ t

0

KH(t, s) dWs

with a deterministic kernel

KH(t, s) = cHs−α

∫ t

s

uα(u − s)α−1 du,
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where α = H − 1/2, cH is the normalizing constant.
Let κ

n = {tnk : 0 6 k 6 n} be a sequence of partitions of the interval [0, 1]
such that tnk = k/n and let

An
t =

[nt]
∑

k=1

n

∫ tn

k

tn

k−1

KH

( [nt]

n
, u

)

du ·
(

W (tnk ) − W (tnk−1)
)

, Mn
t = W κ

n

t ,

where [nt] denotes the integer part of nt. Define

Xn
t = ξ +

∫ t

0

f(Xn
s−) dMn

s +

∫ t

0

g(Xn
s−) dAn

s , 0 6 t 6 1.

Theorem 5. [11] Let 0 < α < 1, q > 2, and 1 < p < 2 be such that α
q + 1

p > 1.
Let f be a bounded Lipschitz-continuous function, and let g be bounded, g ∈
C1+α(R). Assume m ∈ {0, 2, 4, . . . , 2k, . . .}.Then

sup
t61

|Xm
t − Xt|

P
−→ 0,

where X is the solution of equation (0.3).

References

[1] R.M. Dudley. Picard iteration and p-variation: the work of lyons (1994), 1999.
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