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Abstract. We consider solving linear ill-posed problems by conjugate gradient
type methods. Typically only noisy data are available. It is important to stop iter-
ations at the right moment, choosing the stopping index properly according to the
noise level. For finding stopping index we formulate the monotone error rule and
another rule which works well also for approximately given noise level. Numerical
comparison with known rules shows that the new rules are competitive.
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1. Introduction

We consider an operator equation

Au = f∗ , f∗ ∈ R(A), (1.1)

where A is a linear continuous operator between Hilbert spaces H and F . In
general, the problem (1.1) is ill-posed (see [3, 15]): the range R(A) may be
non-closed, the kernel N (A) may be non-trivial. In practice often instead of
the exact data f∗ only an approximation f is given (containing, for exam-
ple, measurement errors). If an ill-posed problem is solved by some iterative
method, then for preventing unbounded magnification of the data error, the
iterations should be stopped after a certain number n of steps. If the exact
noise level δ with ‖f∗ − f‖ ≤ δ is given, the proper choice of n = n(δ) guar-
antees the convergence un(δ) → u∗ as δ → 0, where un is an approximation
found after n iterations and u∗ is the minimal-norm solution of equation (1.1).
For many iterative methods this convergence is guaranteed by choice of n by
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the discrepancy principle or by its modifications (see [1,3,4,7,8,10–13,15]) or
by the monotone error rule [1, 6].

If there is no information about the noise level δ, then no rule can guarantee
the convergence un(δ) → u∗ (δ → 0) (see [2]). Nevertheless, iterations may be
stopped e.g. by rules from [9]. In some applications the noise level δ is given
approximately: it holds

‖f∗ − f‖/δ ≤ C for δ → 0,

where C is an unknown constant. In this case convergence un(δ) → u∗ (δ →
0) for iterative methods of Landweber and Lardy is guaranteed by stopping
iterations by rule from [5].

In this article we formulate the monotone error rule and the analogue of
rule [5] for conjugate gradient type methods. We compare these rules and
various known stopping rules numerically.

2. Conjugate Gradient Type Methods

The problem (1.1) can be solved by various different iterative methods. The
regularizing properties of simple iterative methods (Landweber and Lardy
method) are analysed in [15]. The conjugate gradient type methods [1,3,4,7–
13] are much faster and much more powerful. In this paper we consider two
iterative methods based on conjugate gradient method for various possibilities
to symmetrize the problem (1.1). If the conjugate gradient method is applied
to the normal equation

A∗Au = A∗f,

or to the equation
AA∗w = f, u = A∗w,

we get the methods called CGLS or CGME respectively. In iterative method
CGLS the kth iterate uk minimizes the residual f −Au among all u from the
Krylov subspace span{A∗f, A∗AA∗f, . . . , (A∗A)k−1A∗f} (as in the projection
method of least squares). The kth iterate uk in method CGME minimizes the
error ‖u∗ − u‖ with u in the same Krylov subspace (as in the projection
method of minimal error, see [8, 14]). In both algorithms we fix the starting
values u0 = 0, r0 = f , v−1 = 0. In CGLS we also take p−1 = ∞ and we
compute for every n = 0, 1, 2, . . .

pn = A∗rn , σn = ‖pn‖2/‖pn−1‖2 , vn = rn + σnvn−1 ,

qn = A∗vn , sn = Aqn , βn = ‖pn‖2/‖sn‖2 ,

un+1 = un + βnqn , rn+1 = rn − βnsn .

In CGME method we take r−1 = ∞ and compute for every n = 0, 1, 2, . . .

σn = ‖rn‖2/‖rn−1‖2 , vn = rn + σnvn−1 , qn = A∗vn ,

βn = ‖rn‖2/‖qn‖2 , un+1 = un + βnqn , rn+1 = rn − βnAqn .
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3. Stopping Rules

1) First, we consider the case, when the exact noise level δ is known. Then
the most prominent stopping rule is the discrepancy principle: we stop at
the first index n = nD for which the value of the function dD(n) is smaller
than Cδ, where C > 1 is a constant. Function dD(n) = ‖rn‖ is used in the

CGLS method and dD(n) =
[

n
∑

i=0

‖ri‖−2
]

−1/2
in the CGME method, where

rn = f − Aun. This rule was formulated and studied for the CGLS method
in [1, 3, 4, 7, 10–13] and for the method CGME in [7]. As observed in [7], in
the method CGLS both functions dD(n) give the same stopping index nD. In
these works the convergence ‖unD

−u∗‖ → 0 (δ → 0) was proved and for case
u∗ ∈ R((A∗A)p/2) the order optimal error estimate

‖unD
− u∗‖ ≤ cδp/(p+1) for all p < ∞

was stated.
The second rule which we consider, is the monotone error rule. In [1] the

stopping index n = nMA in method CGLS is found as the first index for which

dMA(n) ≡ ‖rn‖2 + ‖rn+1‖2

2

n
∑

i=0

‖A∗ri‖−2

n
∑

i=0

‖ri‖/‖Ari‖2

≤ Cδ (C ≥ 1).

In [6] for iteration methods of the form

un+1 = un + A∗zn

the stopping index n = nME is found as the first index for which

dME(n) ≡ (rn + rn+1, zn)

2‖zn‖
≤ Cδ (C ≥ 1) .

In CGLS and CGME zn = βnvn. The name of this rule reflects the property

‖un − u∗‖ ≤ ‖un−1 − u∗‖ (n = 1, 2, . . . , nMA, . . . , nME) . (3.1)

For CGLS in work [1] the convergence ‖unMA
− u∗‖ → 0 (δ → 0) was proved.

This also gives convergence ‖unME
− u∗‖ → 0 (δ → 0) due to (3.1).

2) Consider now the case when there is no information about the noise
level δ. Then it is principally impossible to formulate a stopping rule with
convergence property ‖un − u∗‖ → 0 (δ → 0) (see [2]). However, one can
find the stopping index n for example by the following Hanke-Raus rule [9]:
starting with κ−1 = 0, γ0 = 0, compute κn = 1 + σnκn−1, γn+1 = γn + βnκn

for every n = 0, 1, 2, . . . and find the stopping index n = nHR as a location
of the global minimum of the function

√
γn+1‖rn‖.

Note that in [9], for iteration methods in form un = gn(A∗A)A∗f with
function gn(λ) approximating 1/λ, the analogous rule was proposed: here
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the stopping index is a location of the global minimum of the function
√

gn+1(0)‖rn‖. In [9] for this stopping rule also error estimates are given.

3) Last consider the case, when noise level is known approximately: δ is
given, for which it holds ‖f −f∗‖/δ ≤ C for δ → 0 with an unknown constant
C. In [5] for iterative methods of Landweber and Lardy the following stopping
rule R was formulated.

Rule R. Let 0 ≤ s ≤ 1/2. Find N as the first n for which

ϕ(n) ≡ √
n‖A∗(Aun − f)‖ ≤ bδ

with constant b large enough. Find the stopping index nR as the location of
the global minimum of the function t(n) = ns‖Aun−f‖ on the interval [1, N ].

For methods of Landweber and Lardy in [5] convergence ‖unR
− u∗‖ → 0

(δ → 0) was proved and error estimates (which are quasioptimal in case
‖f − f∗‖ ≤ δ) were given.

For the iterative methods CGLS and CGME the stopping index nR may be
found by an analogue of Rule R with s ∈ [0, 1] and by replacing the function
ϕ(n) by function

√
γn+1‖A∗(Aun − f)‖.

4. Numerical Experiments

We solved 10 test problems. The numerical results in tables below are given
for the equation

(Au)(t)=
1

2
√

π

∫ 1

0

(s − t)−3/2e−1/(4(s−t)2)u(s) ds = f(t), 0 ≤ t ≤ 20 (4.1)

with the solution

u∗(s) =



















3s2/16, for s < 2

3/4 + (s − 2)(3 − 2), for 2 ≤ s < 3

3/4e−2(s−3), for 3 ≤ s < 10

0, for 10 ≤ s ≤ 20.

For the supposable noise level the values δ = 10−i with i = 1, . . . , 5 were
taken and instead of the exact data f∗ randomly perturbed data were used
with actual noise level ‖f − f∗‖ = dδ where the values of d were 1, 2, 10, 100,
1000.

The problem was discretized by the collocation method with 1024 piece-
wise constant basis functions on a uniform mesh and solved by the methods
CGLS and CGME. In the stopping rules we used the constants C = 1.01,
b = 0.5, and s = 0.5.

In numerical experiments we found the optimal stopping index n∗ as an
index n which minimizes the error ‖un − u∗‖ on the interval [1, 350].

In Table 1 we give for the method CGLS for case of exact noise level
(d = 1) the stopping indexes n∗, nD, nMA, nME , nHR, nR and corresponding
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Table 1. CGLS, d = 1, stopping indexes and errors ‖un − u∗‖.

δ n∗ nD nMA nME nHR nR e∗ eD eMA eME eHR eR

10−1 10 8 5 6 2 5 1.52 1.62 2.66 2.12 5.24 2.66
10−2 22 14 11 11 9 12 0.38 0.70 1.00 1.00 1.40 0.83
10−3 39 33 20 21 16 26 0.15 0.16 0.37 0.33 0.57 0.25
10−4 99 55 35 35 40 50 0.09 0.10 0.14 0.14 0.12 0.11
10−5 342 166 109 143 68 117 0.04 0.06 0.08 0.06 0.10 0.07

Table 2. CGLS, d > 1, stopping indexes.

d = 2 d = 10 d = 100 d = 1000

δ n∗ nHR nR n∗ nHR nR n∗ nHR nR n∗ nHR nR

10−1 8 2 3 5 0 1 2 0 1 0 0 1
10−2 20 7 11 10 2 5 5 0 1 2 0 1
10−3 35 16 21 22 9 12 10 2 5 5 0 1
10−4 61 30 39 39 16 26 22 9 12 10 2 5
10−5 235 58 67 99 40 50 39 16 26 22 9 12

errors e∗ = ‖un∗
− u∗‖, . . . , eR = ‖unR

− u∗‖. For the method CGLS in
the case when the actual noise level ‖f − f∗‖ is d > 1 times greater than
the supposed noise level δ, the stopping indexes n∗, nHR and nR are given
in Table 2 and corresponding errors in Table 3 (the other rules did not stop
within 350 iterations).

For the method CGME the corresponding results (without nMA, eMA but
with nME in case d = 2) are given in Tables 4–6, respectively.

In case of exactly given noise level all rules tend to stop too early in all
tests, with the exception of the discrepancy principle in the method CGME.
In all experiments nME ≤ nD and nMA ≤ nME , frequently nHR ≤ nME .
Typically we had in the method CGLS eD ≤ eR ≤ eME ≤ eMA ≤ eHR and
in the method CGME eR ≤ eME ≤ eHR ≤ eD.

In case of approximately given noise level with d ≡ ‖f − f∗‖/δ > 1 the
discrepancy principle and the monotone error rule often did not stop within
350 iterations (exception: method CGLS, d = 2, the monotone error rule) but
the Hanke-Raus rule gave satisfactory results and rule R gave good results.
However, the Hanke-Raus rule is not always applicable, since sometimes it
does not stop. In the method CGLS for d ≤ 10 the rule R gave the stopping
index nR near the end of the search interval [1, N ], for d = 1000 the index nR

lies at the beginning of this interval. In the method CGME, for d ≥ 2, in rule
R the number N was not found within 350 iterations and nR was found as
the minimizer of the function

√
γn+1‖A∗(Aun − f)‖ on the interval [1, 350].

Tables 1–6 show that for our test equation (4.1) the method CGLS gave
better results than the method CGME. It seems that the opposite is true for
case u∗ ∈ R(A∗).
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Table 3. CGLS, d > 1, errors ‖un − u∗‖.

d = 2 d = 10 d = 100 d = 1000
δ n∗ eHR eR e∗ eHR eR e∗ eHR eR e∗ eHR eR

10−1 1.77 5.25 4.71 3.05 7.88 6.36 6.18 7.88 6.79 7.88 7.88 17.7
10−2 0.62 1.85 1.04 1.52 5.24 2.66 3.05 7.88 6.36 6.18 7.88 6.79
10−3 0.19 0.57 0.32 0.38 1.40 0.83 1.52 5.24 2.66 3.05 7.88 6.36
10−4 0.11 0.20 0.12 0.15 0.57 0.25 0.38 1.40 0.83 1.52 5.24 2.66
10−5 0.05 0.10 0.10 0.09 0.12 0.11 0.15 0.57 0.25 0.38 1.40 0.83

Table 4. CGME, d = 1, stopping indexes and errors ‖un − u∗‖.

δ n∗ nD nME nHR nR e∗ eD eME eHR eR

10−1 4 8 3 2 2 3.51 21.9 4.61 5.22 5.22
10−2 11 14 8 7 11 1.37 3.85 1.58 1.80 1.37
10−3 19 32 15 12 21 0.40 2.66 0.53 0.75 0.41
10−4 36 53 32 32 36 0.14 0.46 0.15 0.15 0.14
10−5 83 150 61 61 61 0.09 0.27 0.10 0.10 0.10

Table 5. CGME, d > 1, stopping indexes

d = 2 d = 10 d = 100 d = 1000
δ n∗ nME nHR nR n∗ nHR nR n∗ nHR nR n∗ nHR nR

10−1 3 7 1 2 1 0 1 0 0 1 0 0 1
10−2 8 12 6 7 4 2 2 1 0 1 0 0 1
10−3 15 25 12 14 11 7 11 4 2 2 1 0 1
10−4 32 44 21 32 19 12 21 11 7 11 4 2 2
10−5 58 111 39 55 36 32 36 19 12 21 11 7 11

Table 6. CGME, d > 1, errors ‖un − u∗‖.

d = 2 d = 10 d = 100 d = 1000
δ e∗ eME eHR eR e∗ eHR eR e∗ eHR eR e∗ eHR eR

10−1 4.95 41.4 6.29 5.23 6.69 7.88 6.69 7.88 7.88 156 7.88 7.88 4254
10−2 1.82 6.38 2.05 1.84 3.51 5.22 5.22 6.69 7.88 6.69 7.88 7.88 156
10−3 0.60 1.97 0.76 0.63 1.37 1.80 1.37 3.51 5.22 5.22 6.69 7.88 6.69
10−4 0.19 0.70 0.30 0.19 0.40 0.75 0.41 1.37 1.80 1.37 3.51 5.22 5.22
10−5 0.10 0.45 0.12 0.10 0.14 0.15 0.14 0.40 0.75 0.41 1.37 1.80 1.37
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